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Vijay P
DevOps/Site Reliability Engineer
E-Mail: vijay17tp@gmail.com
Phone: +1 617-433-7520 | LinkedIn ID: https://www.linkedin.com/in/vijay17tp/

	PROFESSIONAL SUMMARY:                                                                                                                                                                                 



Over 9 years of hands-on experience, I have developed expertise in ensuring the reliability, scalability, and performance of complex and distributed systems. Adept at implementing and managing robust infrastructure, employing automation to streamline processes, and proactively identifying and mitigating potential issues. Utilizing innovative tools and technologies to monitor, analyze, and troubleshoot system performance. My expertise stretched to have equal experience in Cloud platforms too (AWS, Azure), DevOps, Configuration management, Infrastructure automation, Continuous Integration and Delivery (CI/CD), implementation of effective strategies for N - Tier application development in both Cloud and On-premises environments. Experience in dealing with Unix/Linux and Windows server administration.

	EDUCATIONAL DETAILS:                                                                                                                                                                                 



Master of Science (MS) in Computer Science Engineering
University Name: NEU, Boston, MA
Year of passing: 2021

Bachelor of Engineering (B.E) in Computer Science engineering 
University name: VTU, INDIA
Year of completion: 2015

	TECHNICAL SKILLS:                                                                                                                                                                                 



	[bookmark: _Hlk44934602]Public & Private Cloud Technologies
	Amazon Web Services (AWS), MS Azure

	Containerization Tools
	Docker, Kubernetes, EKS, AKS, Docker Swarm, AWS ECS, EKS, OpenShift

	Configuration Management
	Chef, Ansible, Puppet, Terraform

	CI/CD Tools
	Jenkins, Azure Pipelines, GitHub actions, TFS

	Build & Testing Tools
	Maven, VS build, Ant, Gradle, Selenium, JUnit

	Version Control Tools
	Git, GitHub, Bitbucket, SVN

	Performing/Monitoring & Bug Tracking Tools
	EFK, CloudWatch, Sumo-logic, Splunk, Grafana, Prometheus, Confluence, Jira

	Web Servers
	Apache Tomcat, Nginx, WebSphere, WebLogic, JBoss, SQL Server

	Databases
	Dynamo DB, MySQL, RDBMS, Cassandra, PostgreSQL, Mongo DB, Couchbase

	IDE Tools
	MS Visual Studio code, Eclipse, PyCharm, Oracle SQL Developer

	Web Technologies
	HTML5, CSS3, Bootstrap, JSON, jQuery, JavaScript, XML, GTK

	Networking/Protocols
	DNS, DHCP, FTP/TFTP, NFS, SMTP, TCP/IP, NIS, HTTP/HTTPS, WAN, LAN

	Scripting/Programming Languages
	Python, Shell Scripting, Bash Shell, Groovy, PowerShell, YAML, C, ASP.NET, Java

	Operating Systems
	RHEL, CentOS, Ubuntu, Solaris, Windows, MacOS



	PROFESSIONAL EXPERIENCE: 



[bookmark: _GoBack]Client: Cryoport Systems, 									January 2023 - Present
Role: Sr DevOps Engineer

Responsibilities:
· Involved in designing and deploying a multitude of applications utilizing all the AWS stack including EC2, Route53, S3, RDS, Dynamo DB, SNS, SQS, Lambda, focusing on high-availability, fault tolerance and auto-scaling in AWS cloud formation.
· Designed the project workflows/pipelines using Jenkins as CI tool and wrote Python Scripts and BASH Script to automate the build process.
· [bookmark: _Int_M01saFuv]Strong knowledge in architecting and deploying fault tolerant, cost effective, highly available and secure servers in AWS.
· Configured Elastic IP & Elastic Storage and experience working on implemented security groups and Network ACLs.
· Created load balancers (CLB, ALB, NLB) and used Route53 with failover and latency options for high availability and fault tolerance.
· Used IAM to create new accounts, roles and groups and engaged in enabling lambda functions for dynamic creation of Roles and Configured AWS Identity and Access Management (IAM) users and groups for improved login authentication.
· Created alarms in Cloud Watch to monitor the CPU utilization, performance of servers, disk usage etc.,
· Used Terraform as Infrastructure as a Code (IaC) to set up and automate the AWS writing Terraform modules to automate in AWS services like Launching EC2, Provisioning IAM, Configuring VPC, EBS. Created AWS Route53 to route traffic between different regions.
· Created and maintained highly scalable and fault tolerant multi-tier AWS environments spanning across multiple availability zones using Terraform.
· Collaborated with cross-functional teams to integrate New Relic into the CI/CD pipeline, enabling continuous monitoring throughout the development lifecycle.
· I worked on python script in Lambda functions to utilize Tf Sec module for scanning the vulnerabilities of exposing the sensitive data in Terraform code in the security stage right after the build process.
· Created recommendations on how to duplicate a subset of on-premises machines to the AWS Infrastructure as a Service (IAAS) offering which will be used for Disaster Recovery (DR)
· Designed and maintained systems in Python scripting for administering GIT, by using Jenkins as a full cycle continuous delivery tool involving package creation, distribution, and deployment via shell scripts embedded into Jenkins’s job.
· Maintained Artifacts inbinary repositories using Jfrog Artifactory and pushed new Artifacts by configuring the Jenkins project Jenkins Artifactory plugin
· Developed and enforced SLO/SLI policies using New Relic’s service health dashboards to track and improve cloud-native services across multiple cloud providers (AWS, Azure, GCP).
· Provisioned Kubernetes (K8s) cluster in Elastic Kubernetes Services (EKS) with node groups deployed in multiple availability zones in different regions.
· Containerized images are scanned by Aqua Secure Enterprise to scan the images in the ECR for the vulnerabilities and only the compliant images are stored in the ECR and utilized in Kubernetes deployment definition YAML files.
· Managed Kubernetes charts using Helm, Created reproducible builds of the Kubernetes applications, managed Kubernetes manifest files and Managed releases of Helm packages.
· Created storage classes for dynamically provisioning Persistent volumes (AWS Elastic Block storage) as per the resource requested by pod’s persistent volume claims.
· Deployed Cluster Autoscaler (CA) pod in the kube-system namespace for autoscaling the AWS EC2 instances (according to the desired size defined in scaling configuration) when pods are in ‘Pending’ state.
· Implemented Horizontal Pod Autoscaling (HPA) in EKS cluster for auto-scaling up and scaling down the pod replicas depending on the load/ service requests.
· Deployed Service monitors and side-car containers (inside the pod definition) for collecting the logs from the pods/containers and used Fluentd log collection daemon sets to tail the logs to Prometheus and Sumo logic UI.
· On call support on Pager Duty for production environments, resolving issues on priority basis and documenting the troubleshooting steps followed during the resolution.
· Managed CloudWatch and Datadog dashboards, creating new dashboards upon requests from the management team. Monitored CloudWatch critical alarms, and make sure it triggers expected actions about the defined alarm metric and conditions
· Configured security policies for networking infrastructure, granulizing AWS identity and access permissions, restricting access to cloud infrastructure resources defining and updating security groups, security system settings
· Debugged the Load balancer network 3XX, 4XX, 5XX errors- assessing LB logs using AWS Athena analytics tools, and 
· Administrated AWS Elastic Container Service (ECS) - which includes scheduling tasks, replication of application pods, validating docker images running in production and lower environments, watch for application pods and node health-checks periodically and made sure the web requests are served correctly- AWS route53 configurations, load balancer 
· Have the ability in capturing production database snapshots periodically, replicating them to lower environments and restoring. Managed database access to all project users, restricting DB schema access privileges based on the role (Role based access control - RBAC), protecting DB from unrestricted access

Client: Delta Airlines, Atlanta, GA							December 2021 - December 2022
Role: Sr Site Reliability Engineer

Responsibilities:
· Experience in migrating on-premises applications to AWS and configured VNETs and subnets as per the project requirement also performed python and bash scripting to do Patching, Imaging, and Deployments in AWS
· Implemented a CI/CD pipeline using Jenkins, AWS code Pipeline in both cloud and on-premises with GIT, MS Build, Docker, Maven along with Jenkins pipelines.
· Experience in writing Infrastructure as code (IAC) in Terraform, AWS Cloud formation. Created reusable Terraform modules in AWS cloud environments.
· Extensive experience in Server infrastructure development on AWS Cloud by using AWS services like EC2, ECS, EBS, ELB, Lambda, S3, RDS, Glacier, DynamoDB, VPC, Route53, CloudWatch, CloudFormation, IAM, Certificate Manager, SNS and Auto Scaling in a scalable production environment.
· Expertise in building CI/CD on AWS environment using AWS Code Commit, Code Build, Code Deploy and Code Pipeline and experience in using AWS CloudFormation, API Gateway, and AWS Lambda in automation and securing the infrastructure on AWS, Knowledge about loading and streaming of data applications using AWS Kinesis.
· Experience in changing over existing AWS infrastructure to Serverless architecture (AWS Lambda, AWS Kinesis) through the creation of a Serverless Architecture using AWS Lambda, API gateway, Route 53, S3 buckets
· Expertise in Architecting and Implementing Azure Service Offering, such as azure cloud services, Azure storage, IIS, Azure Active Directory (AD), Azure Resource Manager (ARM), Azure Storage, Azure, Blob Storage, Azure VMs
· Expertise in Azure Scalability and Azure Availability - Build VMs availability sets using the Azure portal to provide resiliency for IaaS based solution and Virtual Machine Scale Sets (VMSS) using Azure Resource Manager (ARM) to manage network traffic.
· Knowledge of Azure Site Recovery and Azure Backup Installed and Configured the Azure Backup agent and virtual machine backup, Enabled Azure Virtual machine backup from the Vault and configured the Azure Site Recovery (ASR)
· Proficient in Kubernetes to deploy scale, load balance, and manage Docker containers with multiple names spaced versions using Helm charts on managed Kubernetes services on AWS cloud i.e., Elastic Kubernetes Services (EKS)
· Expertise in using Docker Hub, Docker Engine, Docker images, Docker Weave, Docker Compose, Docker Swarm, and Docker Registry and used containerization to make applications platform when moved into different environments.
· Proficient in creating Docker images using Docker File, worked on Docker container snapshots, removing images, and managing Docker volumes and implemented Docker automation solution for CI/CD model
· Experience in Configuration management tools such as Chef, Ansible, and Puppet. Wrote Chef recipes and cookbooks in python scripting.
· Configured dashboards and alerts for multi-cloud environments, monitoring critical metrics for IaaS and PaaS solutions.
· Proficient in integrating CloudWatch with other AWS services like AWS Lambda, AWS Step Functions, and AWS Systems Manager, creating end-to-end monitoring and automation workflows.
· Experience in Ansible setup, managing hosts file, Using YAML linter, authoring various playbooks and custom modules with Ansible and Ansible Playbooks to automate in AWS services like Launching EC2, Provisioning IAM, Configuring VPC, EBS, Monitoring using Cloud Watch and Cloud Trail 
· Skilled in customizing dashboards in New Relic to track key performance indicators (KPIs) and provide real-time visibility into application and system metrics.
· Skilled with Python, Bash scripting, PowerShell, JSON, YAML, and Groovy. Developed Shell and Python Scripts used to automate day to day administrative tasks and automation of the build and release process.
· Extensively worked on microservices with Spring Boot and created dynamic documentation for RESTful webservice using Postman and Swagger-UI
· Strong experience with SQL databases like MySQL for creating tables, views and trigger, and no-SQL databases like MongoDB, Postgres, Cassandra, Redis
· Experience in Pair Programming, Test Driven Development (TDD), Waterfall model and Agile methodologies like SCRUM, KANBAN
· Proficient in Java core, Spring Boot, Rest API’s, Microservice architecture and strong hands-on experience using different IDEs like IntelliJ, Visual Studio, Eclipse, Django.
· Experienced in version control systems using Git/GitHub and issue tracking tools like Jira and ServiceNow. Documented the project workflow, critical learnings on Confluence to share the learning knowledge across the teams.


Client: Kaiser Permanente, Pleasanton, CA						April 2020 – November 2021
Role: Senior Azure DevOps Engineer

Responsibilities:
· Integrated Azure Pipelines with other Azure services such as Azure Repos, Azure Artifacts, and Azure Monitor to streamline the software delivery process.
· Customized pipeline configurations using variables, triggers, and conditions to accommodate project-specific requirements and workflows.
· Implemented version control best practices using Git within Azure Repos, including branching strategies (e.g., GitFlow) and pull request workflows.
· Implemented security best practices within Azure Pipelines, including role-based access control (RBAC), secrets management, and encryption.
· Ensured compliance with regulatory requirements (e.g., GDPR, HIPAA) by implementing security controls and audit trails within the CI/CD process.
· Conducted regular security assessments and vulnerability scans to find and remediate potential security risks within pipelines and deployment environments.
· Architected and implemented robust CI/CD pipelines using Microsoft Azure Pipelines to automate the build, test, and deployment processes.
· Implemented Infrastructure as Code (IaC) principles using tools like Azure Resource Manager (ARM) templates and terraform, enabling infrastructure provisioning and configuration automation.
· Managed configuration drift and ensured infrastructure consistency across environments by automating configuration management tasks within Azure Pipelines.
· Extensive experience configuring and managing New Relic in diverse environments including Kubernetes, AWS Lambda, Azure Functions, and containerized microservices, ensuring visibility across all layers of infrastructure.
· Integrated pipeline deployments with Azure Policy and Azure Security Center for governance and compliance enforcement across cloud resources.
· Implemented horizontal and vertical autoscaling with respect to nodes (Cluster autoscaler pod) and pods (HPA, VPA), configured IAM policy for auto-scaling permission for node role ARN’s.
· Implemented a CI/CD pipeline with Docker, Jenkins (TFS Plugin installed), GitHub and Azure Container Service, whenever a new TFS/GitHub branch gets started, Jenkins, our Continuous Integration (CI) server, automatically tries to build a new Docker container from it.
· Worked with Terraform Templates to automate the Azure IAAS virtual machines using terraform modules and deployed virtual machine scale sets in production environment.
· Migrated services from on premises to Azure Cloud Environments using Azure Portal, PowerShell scripts, and Azure Security groups were managed and linked to VMs and subnets. Analyzed, Strategized & Implemented Azure migration of Application & Databases to cloud
· Created recommendations on how to duplicate a subset of on-premises machines to the Azure Infrastructure as a Service (IAAS) offering which will be used for Disaster Recovery (DR)
· Designed, wrote, and supported systems in Python scripting for administering GIT, by using Jenkins as a full cycle continuous delivery tool involving package creation, distribution, and deployment onto Tomcat application servers via shell scripts embedded into Jenkins’s job.
· Configured custom alerts in Splunk to proactively detect critical events or anomalies, and integrated with alerting mechanisms such as email, Slack, or other notification systems.
· Collaborated with development teams to optimize application code and configurations based on insights gained from New Relic performance data.
· Deploying windows Kubernetes (K8s) cluster with Azure Kubernetes service (AKS) from Azure CLI and Utilized Kubernetes and Docker for the runtime environment of the CI/CD system to build, test and Octopus Deploy.
· Worked on container orchestration with Kubernetes container storage, automation to enhance container platform multi-tenancy also worked on with Kubernetes architecture and design troubleshooting issues and multi-regional deployment models and patterns for large-scale applications.
· Managed Kubernetes charts using Helm, Created reproducible builds of the Kubernetes applications, managed Kubernetes manifest files and Managed releases of Helm packages.
· [bookmark: _Int_slkUuLqG]Creating alarms in Prometheus service for monitoring the server's performance, CPU Utilization, and disk usage by creating Grafana Dashboards

Client:  TCS/Johnson and Johnson, India						March 2017 – August 2019
Role: Sr DevOps/Site Reliability Engineer

Responsibilities:
· [bookmark: _Int_WQ0mz3NX][bookmark: _Int_aIY0gpWZ]Migration of an on-premises application and its supporting infrastructure to the AWS Cloud platform while identifying the need for fresh upgrades. knowledge of reliability methods, root-cause analysis, & consistency maintenance Deploy & maintain stacks for a product line that requires continuous, critical uptime. Create self-healing or automation programs in BASH
· [bookmark: _Int_3KInfYvC]Managed delivery effort encompassing management of configuration, release, changes, request, & operations within the parameters of time, quality, effort, and SLAs, management of challenges and risks. Setting priorities and controlling the amount of labor involved in creating and maintaining applications.
· Proficient in containerization technologies like Docker, building container images, and containerizing applications for deployment on OpenShift.
· As part of the domain transfer process, I worked with infrastructure support teams to resolve infrastructure issues & managed essential application recovery.
· Developed intuitive and interactive Splunk dashboards and visualizations to present key performance indicators, trends, and anomalies, easing data-driven decision-making.
· Configured custom dashboards in AppDynamics to provide real-time visibility into application health, enabling proactive issue resolution.
· Configured Dynatrace alerting to notify the team of any deviations from predefined performance thresholds, ensuring proactive incident response and minimizing downtime.
· AWS infrastructure expenses were reduced by developing an instance reservation strategy, automating database backup snapshot cleaning, and adopting autoscaling.
· Advocated for projects to increase engineering techniques' integrity, such as various operational reviews, responsible incident reviews, and decision-making process improvements.
· Experience in installing, designing, & implementing Ansible configuration management systems, as well as developing Ansible playbooks and deploying apps.
· Successfully designed custom monitoring solutions using CloudWatch APIs, integrating with third-party applications and services for comprehensive visibility.
· Integrated Dynatrace with existing CI/CD pipelines, enabling automated performance testing and continuous monitoring throughout the software development lifecycle.
· Ansible Tower was used, which provides an easy-to-use dashboard and role-based access management, making it easier to grant access to different teams to utilize Ansible for their deployments.
· [bookmark: _Int_JYZVxQSA]POCs were provided to supply the AWS infrastructure using Ansible playbooks, which included verifying the health status, monitoring, and getting information about ec2-instances, elastic LBs, auto-scaling groups, as well as other AWS resources. 
· Implemented Dynatrace for infrastructure monitoring, gaining deep insights into cloud and on-premises environments, enabling better resource allocation and cost optimization.
· Responsible for carrying out daily build and deployment tasks for various environments, correcting build issues, and, if necessary, deployment issues.
· Integration with SNOW to automatically create an RFC for change requests and to run designated playbooks for various applications to patch the servers with latest kernel versions-RHEL.
· Worked with Jenkins to create scripts which performs GUI/app validations, starting/stopping the services and processes running on various applications including the shared ones.
· For all applications hosted in cloud and on-premises data centers, designing, configuring, and building disaster recovery environments needs having in-depth knowledge of server architecture, networking, Load Balancers.
· Lambda functions that call Bash Shell and Python scripts to execute different transformations & analyses on huge data sets in EMR clusters were written for AWS's Lambda, and Elastic Search.
· [bookmark: _Int_Z9ClQKuV]Utilized Dynatrace to monitor the health and performance of servers, databases, and other critical infrastructure components, ensuring high availability and reliability.

Client: TCS/Credit Suisse, India								Jun 2015 – Feb 2017 
Role: DevOps Engineer

Responsibilities:
· Created roles, users, groups in IAM service on AWS and implemented MFA to provide more security to AWS accounts and its resources.
· Configured S3 buckets, managed policies for S3 buckets and used S3 bucket & Glacier for storage and backup on AWS and Set CloudWatch alerts for instances to auto-scale launch configurations.
· Followed Spring Boot MVC framework to develop the application flow for the project. Developed views and controllers for client and manager modules using Spring MVC and Spring Core
· Collaborated with cross-functional teams to integrate AppDynamics into the continuous integration/continuous deployment (CI/CD) pipeline, ensuring monitoring throughout the development lifecycle.
· Extensive experience in deploying and configuring Splunk for real-time monitoring and advanced analytics of large-scale IT infrastructure and applications.
· Implemented CI/CD (Continuous integration/Deployment) pipeline for automatic deployment of artifacts/application to needed servers or environments in Jenkins.
· [bookmark: _Int_eC06WCnh]I have ability in MAVEN, a build tool for building deployable Artifacts such as War & Jar from Source Code and dealt with errors in pom.xml file to obtain appropriate builds.
· [bookmark: _Int_jYU55dTD]Deploying artifacts (WAR’s and EAR’s) are to Nginx Server by integrating and maintained configuration files for each application for build purpose.
· [bookmark: _Int_Ju1qVXdV]Strong experience in creating Jenkins pipeline jobs for Puppet release process for module deployment, using Kanban agile methodology for puppet development. 
· Implemented Puppet modules for server housekeeping.  Built a new CI pipeline. Testing and deployment automation with Jenkins, and Puppet
· [bookmark: _Int_TyiIz53o]Created Jenkins pipeline jobs for Puppet release process for module deployment, using Kanban agile methodology for puppet development.
· Ansible Tower was used to offer an easy-to-use dashboard and role-based access management so that individual teams could utilize Ansible for their deployments.
· Written Templates for Azure and AWS Infrastructure as code using Terraform to provision EKS, AKS clusters, node groups, VPC, Subnets, AZs, and used Kubernetes and Hem as providers to deploy load balancer controller pods, Prometheus-stack, Fluentd log collector, and other network components.
· Installed and Configured Nexus repository manager as a source for artifacts needed for a build, and a target to deploy artifacts generated in the build process.
· [bookmark: _Int_lE8bc3Ag]Expertise in container-based deployments using Docker, working with Docker images, Docker Hub and Docker registries and Kubernetes.
· Implemented CloudWatch for security monitoring, tracking, and alerting people to suspicious activities, unauthorized access attempts, and potential security breaches.
· [bookmark: _Int_oPqi6hmJ][bookmark: _Int_vLFJKX9g]Provided technical support and troubleshooting for OpenShift-related issues, assisting team members in resolving problems and optimizing performance.
· Creating Stored Procedures, design Tables, Constraints, Indexes, Functions & Views in SQL Server Management Studio and MYSQL 
· Managed Azure Infrastructure Azure Web Roles, Worker Roles, VM Role, Azure SQL, Azure Storage, Azure AD Licenses, Virtual Machine Backup and Recover from a Recovery Services Vault using Azure PowerShell and Azure Portal
· Configuring and integrating servers with various environments, as well as autonomously provisioning and generating new machines using configuration management/provisioning technologies such as Ansible.
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